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Abstract: Automated Arabic Essay Scoring (AAES) systems have the potential to revolutionize educational 

assessment in the Arabic-speaking world, but their accuracy is often hindered by the complexities of Arabic 

morphology and semantics. This study introduces a novel AAES model, the Arabic Stemming Enhancement (ASE) 

algorithm, which integrates Arabic WordNet (AWN) to enhance semantic understanding and root extraction 

accuracy. By leveraging AWN's lexical database, ASE overcomes limitations of traditional stemming approaches, 

such as misinterpreting polysemous words. Rigorous evaluation on student essays and a WordNet-based dataset 

demonstrates ASE's superior performance compared to existing algorithms. Notably, ASE achieved a 0.977 Pearson 

correlation with human-assigned scores and a 15% increase in accuracy, alongside improvements in precision, 

recall, and F1-score. This research significantly advances Arabic Natural Language Processing (NLP), offering a 

more accurate, equitable, and scalable automated assessment tool for Arabic language education. 

Keywords: Arabic Stemming Enhancement, Automated Essay Scoring, Arabic WordNet, Natural Language 
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1.   INTRODUCTION 

Automated Essay Scoring (AAES) systems hold immense potential to revolutionize educational assessment in the Arabic-

speaking world by enhancing efficiency, objectivity, and fairness. However, the inherent complexities of the Arabic 

language, particularly its rich morphology and semantic nuances, pose significant challenges to the development of accurate 

and reliable AAES systems [9],[29]. One of the key challenges lies in the development of robust stemming algorithms, 

crucial for reducing words to their root forms and facilitating accurate text analysis [4]. 

Stemming in Arabic is particularly challenging due to the language's complex morphology, where words are often composed 

of a root embedded with prefixes, suffixes, and infixes [16]. These affixes can significantly alter the meaning of the root 

word, making accurate root extraction essential for understanding the context and meaning of words. As illustrated in Fig. 

1, the stemming process involves two key steps: segmentation, where prefixes and suffixes are removed, and root extraction, 

where the remaining stem is analyzed to find the root [7]. 

 

Fig. 1: Root, Stem, and Lemma Extraction from an Arabic Word 
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Existing Arabic stemming algorithms often struggle with this complexity, leading to inaccuracies that can negatively impact 

the performance of AAES systems. To address these challenges, this study proposes a novel AAES model that leverages 

Arabic WordNet (AWN) to enhance semantic understanding and stemming precision. This approach is novel in that it 

integrates AWN's extensive lexical database with a sophisticated stemming algorithm, enabling the model to accurately 

extract root words while preserving crucial contextual nuances. By overcoming the limitations of traditional stemming 

approaches, which often misinterpret word meanings due to Arabic's morphological richness and polysemy, the proposed 

model is expected to significantly improve the accuracy and fairness of Arabic essay evaluations. 

This paper presents a comprehensive evaluation of the proposed model, comparing its performance to existing stemming 

algorithms on a diverse dataset of Arabic essays. The results demonstrate the model's superior accuracy and effectiveness 

in capturing the semantic nuances of Arabic text. This research contributes to the growing body of knowledge in Arabic 

NLP and AES, paving the way for more effective and equitable educational assessment tools in the Arabic-speaking world. 

2.   BACKGROUND OF THE STUDY 

The development of reliable and accurate stemming algorithms for Arabic has the potential to significantly improve NLP 

applications beyond Automated Essay Scoring (AES). Areas such as information retrieval, machine translation, and text 

summarization would all benefit from an enhanced understanding of Arabic text. 

2.1 Arabic Language Overview 

Arabic, a major world language spoken by over 422 million people, holds significance for over 1.5 billion Muslims globally. 

Despite its importance, automated Arabic language processing poses numerous challenges due to its complex morphology 

[24]. Unlike English, Arabic is considered a low-resource language by the Association for Computational Linguistics 

(ACL), meaning fewer tools and datasets are readily available [1]. This scarcity presents unique difficulties for researchers 

in Arabic Natural Language Processing (NLP) [5]. 

Arabic is renowned for its linguistic richness, characterized by numerous synonyms and diverse word forms. The Arabic 

alphabet consists of 28 characters, and its script is written from right to left, with letters changing shape based on their 

position within a word. Arabic words are categorized into three main types: nouns (including adjectives and adverbs), verbs, 

and particles [30]. The root, consisting of core letters that form a word, is fundamental to Arabic morphology, and multiple 

words can share the same root. For example, "لاعب" (player), "لعبة" (game), and "ملعب" (stadium) all stem from "لعب" (to 

play) [31]. 

To identify a word's root, knowledge of morphological templates is essential. Arabic morphology is complex, with roots 

typically consisting of three consonants but occasionally having four or five. Despite the vast number of potential roots, 

only a fraction is actively used, adding to the complexity of language processing [12]. 

2.2 Challenges in Processing the Arabic Language 

The intricacies of the Arabic language extend beyond its morphological richness. Its complex orthography, characterized 

by the absence of diacritical marks in most texts, creates ambiguity as words with identical spellings can have different 

meanings depending on the context [19]. This ambiguity, coupled with the significant dialectal variations across different 

regions, further complicates the development of NLP tools that can work universally across all Arabic variations [41]. 

Moreover, inconsistencies in spelling, particularly in online content, pose additional challenges for accurate text processing 

[15]. The scarcity of resources, such as annotated datasets and advanced NLP tools specifically designed for Arabic, further 

exacerbates these challenges [14]. 

2.3 WordNet: A Promising Solution 

WordNet, a lexical database that organizes words into sets of synonyms called synsets, each representing a distinct concept, 

offers a potential solution to these challenges. These synsets are interconnected through various semantic relationships, 

providing a rich source of knowledge about word meanings and their connections [17]. By incorporating this semantic 

information, Arabic WordNet (AWN) can address the limitations of existing stemming algorithms for Arabic text. These 

limitations, such as over-stemming, under-stemming, and inaccurate handling of polysemous words, can negatively impact 

the accuracy of AAES systems, leading to inaccurate and unfair assessments of students' writing skills. 
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2.4 Research Gap and Proposed Solution 

Despite the potential of WordNet, there is a lack of research exploring its integration with robust stemming techniques for 

Arabic. This study aims to bridge this gap by proposing a novel AAES model that leverages AWN to enhance semantic 

understanding and stemming precision. By incorporating AWN's extensive lexical database with a sophisticated stemming 

algorithm, this model aims to overcome the limitations of traditional stemming approaches, which often misinterpret word 

meanings due to Arabic's morphological richness and polysemy. The proposed model's ability to accurately extract root 

words while preserving contextual nuances is expected to significantly improve the accuracy and fairness of Arabic essay 

evaluations. 

2.5 Automated Essay Scoring (AES): State of the Art and the Arabic Language 

Automated Essay Scoring (AES) systems hold great potential to revolutionize educational assessment in the Arabic-

speaking world due to their efficiency, objectivity, and scalability [40]. However, the morphological complexity and rich 

vocabulary of the Arabic language pose significant challenges to developing accurate and reliable AAES systems. Notably, 

current approaches struggle with the accurate analysis and stemming of Arabic words, which is crucial for understanding 

the semantic meaning of essays [9],[29]. 

2.6 Stemming in Arabic Natural Language Processing (NLP) 

Stemming, a fundamental process in Natural Language Processing (NLP), involves reducing words to their root forms, 

which is crucial for various NLP applications, including information retrieval, text summarization, sentiment analysis, and 

AES. By converting words to their root forms, stemming allows these systems to match different forms of the same word, 

thereby improving their performance [26]. 

However, stemming in Arabic NLP presents unique challenges due to the language's complex morphology, where words 

are often composed of a root embedded with prefixes, suffixes, and infixes [16]. These affixes can alter the meaning of the 

root word, adding layers of complexity to the stemming process. Moreover, accurate root extraction is essential in Arabic 

to understand the context and meaning of words [36]. Misinterpretation of the root can lead to a significant change in the 

intended meaning, making the task of Arabic stemming a complex yet vital aspect of Arabic NLP. 

2.7 Existing Arabic Stemming Algorithms 

Various stemming algorithms have been developed to address the specific needs of Arabic NLP, each with its own 

methodologies and limitations as in Table 1: 

Table 1: Summarizing the Arabic Stemming Algorithms 

Algorithm Description Limitations 

Light Stemmer Light stemmers are algorithms designed to extract 

prefixes and suffixes from given terms [2]. 
• Limited affix removal can lead to over-

stemming or under-stemming [21]. 

• Lack of lexicon validation increases risk 

of generating invalid roots [34]. 

Extended-Light 

Stemmer 

The Extended-Light stemmer is designed to include 

a broader range of prefixes and suffixes, beyond 

those recognized by the Light10 stemmer [21]. 

• No lexicon validation (potential for 

inaccurate roots) [22]. 

ISRI Stemmer The ISRI stemmer is an Arabic stemming algorithm 

that normalizes words, removes prefixes and 

suffixes, and maps the remaining words to patterns 

based on their length [39]. 

• No lexicon validation, potential for 

errors and invalid roots [39] 

Tashaphyne Tashaphyne operates as a light stemmer that is 

designed to eliminate diacritics and normalize inputs 

[7]. 

• Relies on affix lists only (no dictionary), 

potentially impacting accuracy [33]. 

Arlstem ARLStem is programmed to remove a specific list of 

prefixes and a designated set of suffixes [3]. 
• Limited lexicon, over-stemming 

tendency, inconsistent results, error-prone 

with irregular forms [34]. 
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Buckwalter The Buckwalter stemmer uses stem tables that 

include prefixes, likely stems, and suffixes [32]. 
• No lexicon validation, potential for 

errors and invalid roots [33]. 

Motaz Motaz has developed an Arabic light stemmer that 

would eliminate prefixes and suffixes from the word 

[35]. 

• Does not handle infixes [8]. 

Darwish The Farasa stemmer, suggested by Darwish, 

segments the word into a series of prefixes, a stem, 

and a stem of suffixes [10]. 

• Inaccurate stemming of foreign names 

and long, complex words [6]. 

Khoja’s 

Stemmer 

The Khoja stemmer is a well-known stemmer in 

Arabic, responsible for finding the root of any given 

word [7]. 

• Limited accuracy for words that deviate 

from standard patterns and forms [20]. 

Hybrid Stemmer This method leverages an optimization function to 

enhance the n-gram technique [25]. 
• Performance may be compromised if a 

complete or reliable database is unavailable. 

Root Extraction  A novel root extraction algorithm. This algorithm 

was specifically designed to overcome the 

limitations and errors inherent in existing 

methodologies [11]. 

• Challenges with complex morphology 

and Arabized words [37] 

• Scalability, adaptability, and impact of 

input data quality need further [28]. 

The Fig. 2, below categorizes Arabic stemming algorithms into four types: Light Stemmers, Root-based Stemmers, Hybrid 

Stemmers, and New Root Extraction. Each category includes specific algorithms such as Light10, Khoja's Stemmer, and 

the ISRI Stemmer, highlighting the different approaches to affix removal and root extraction in Arabic text processing. 

 

Fig. 2: Hierarchical Overview of Arabic Stemming Algorithms 

2.8 Semantic Analysis and WordNet 

Semantic analysis aims to understand the meaning and context of words within a text. This involves identifying relationships 

between words and their meanings, which is crucial for various NLP tasks, including information retrieval and machine 

translation [18]. WordNet is a lexical database that groups words into sets of synonyms (synsets) and captures their semantic 

relationships. Developed at Princeton University, WordNet has been a transformative tool for enhancing semantic analysis 

in NLP [27]. 
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2.9 WordNet in Arabic NLP 

The concept behind WordNet has been extended to support numerous languages, including Arabic. Arabic WordNet (AWN) 

serves as a similar lexical database, offering a semantic network of Arabic words and phrases linked by their relationships 

[23]. This tool is particularly valuable for Arabic NLP tasks such as machine translation, information retrieval, and 

sentiment analysis [18]. 

2.10   Potential Applications of WordNet in AES 

WordNet's extensive database and structured knowledge make it a powerful tool for enhancing semantic analysis in AES 

systems. By integrating WordNet, AES systems can achieve a deeper understanding of essay content, leading to more 

accurate and fair evaluations. For Arabic AES, the incorporation of AWN can significantly improve the system's ability to 

interpret and assess the nuanced meanings of Arabic words [13]. 

2.11   Research Gap and Proposed Solution 

Despite the potential of WordNet, there is a lack of research exploring its integration with robust stemming techniques for 

Arabic. This study aims to bridge this gap by proposing and evaluating a novel stemming algorithm that integrates AWN 

to enhance the accuracy and reliability of Arabic essay scoring. The proposed algorithm will be rigorously tested on a 

diverse dataset of Arabic essays to demonstrate its effectiveness in real-world educational settings. By bridging the gap 

between traditional stemming approaches and semantic analysis, this research has the potential to significantly advance the 

field of AAES and contribute to the development of more effective and equitable educational assessment tools for Arabic-

speaking learners. 

3.   METHODOLOGY 

This study introduces a novel approach to Arabic stemming, the Arabic Stemming Enhancement (ASE) algorithm, designed 

to address the limitations of existing methods. The ASE algorithm integrates Arabic WordNet (AWN) to enhance semantic 

understanding and improve the accuracy of root extraction in Arabic essays. 

3.1 Data Collection 

The study utilizes two datasets: 

1. Student Essay Dataset: This dataset comprises 120 essays written by third-year secondary school students in Turkey 

on computer science topics. It serves as a real-world benchmark to evaluate the ASE algorithm's effectiveness in 

understanding and analyzing student comprehension of technical concepts. 

2. WordNet Stemming Dataset: This dataset includes 7,861 Arabic words from the AWN, each paired with its verified 

root form. It acts as a linguistic benchmark to assess the ASE algorithm's accuracy in identifying and extracting root forms 

across various morphological complexities. 

3.2 Methodological Framework 

The methodological framework consists of nine distinct steps, as illustrated in Fig. 3: 

1. Pre-processing: Raw essay text is cleaned by removing punctuation, numbers, and non-alphabetic characters. The text 

is then tokenized into individual words. 

2. Part-of-Speech (POS) Tagging: Grammatical tags (e.g., noun, verb, adjective) are assigned to each token using the 

AWN, providing context for subsequent analysis. 

3. Stemming: A hybrid stemming algorithm is applied, combining the Light10 stemmer, ISRI stemmer, and AWN's Look-

in Tables method. This approach leverages both rule-based and lexicon-based stemming techniques to improve accuracy. 

4. Enhancement of Stemming Algorithm: The stemming results are further refined using AWN's lexical database. This 

step ensures that the extracted stems are semantically valid and contextually appropriate. 

5. Identification of Key Terms: Prominent nouns and verbs are extracted from the stemmed text to capture the main 

topics and concepts discussed in the essays. 
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6. Integration with WordNet: The extracted key terms are mapped to their corresponding synsets in AWN, establishing 

semantic connections and enriching the analysis. 

7. Semantic Analysis: The semantic relationships between the key terms are analyzed to gain a deeper understanding of 

the essay's content and meaning. 

8. Domain Determination: The domain of each essay is determined based on the semantic analysis of the key terms and 

their association with specific domains in WordNet. 

9. Scoring Calculation Using Cosine Similarity: Cosine similarity is used to measure the semantic similarity between 

student essays and model answers, providing a quantitative score for essay evaluation. 

 

Fig. 3: Flowchart of the Methodological Framework 

3.3 Limitations and Validity 

The study acknowledges the limitations of the dataset, which may not fully represent the diversity of Arabic language use. 

Additionally, the reliance on WordNet, while beneficial, may not cover all nuances and variations of Arabic. These 

limitations highlight the need for further research to expand the dataset and enhance the semantic resources used in the 

algorithm. 

Despite these limitations, the study's rigorous methodology and the use of established evaluation metrics ensure the validity 

and reliability of the findings. The results demonstrate the effectiveness of the ASE algorithm in improving the accuracy 

and efficiency of Arabic stemming, with potential implications for various NLP applications, including automated essay 

scoring. 

4.   RESULTS AND DISCUSSION 

In the evolving landscape of Arabic NLP, the Arabic Stemming Enhancement (ASE) algorithm stands as a beacon of 

innovation, particularly evident in its handling of the term 'بحث' (Al-Bahth). Traditionally, the dual meanings of 'search' and 

'study' entangled within 'Al-Bahth' have posed significant challenges for algorithmic disambiguation. Leveraging the 

sophisticated WordNet framework, ASE not only identifies but also accurately contextualizes these meanings based on their 

usage, marking a pivotal advancement in moving beyond mere word recognition to grasp the subtleties of context and 

semantics intrinsic to the Arabic language. 

To illuminate ASE's nuanced interpretation capabilities, Fig. 3 provides a visual step-by-step breakdown of how ASE 

processes ' بحث' (Al-Bahth), distinguishing between 'search' and 'study' based on context. This visualization underscores 

ASE's sophisticated approach to semantic analysis, a cornerstone of its effectiveness in Arabic text processing. 
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Fig. 4: ASE Algorithm: Transforming Word Recognition into Semantic Analysis 

To meticulously evaluate ASE's effectiveness in Arabic NLP, a comprehensive array of performance metrics is utilized. 

Each metric is chosen specifically for its capacity to encapsulate a unique facet of ASE's performance, thereby providing a 

diverse perspective on its capabilities: 

1. Accuracy: Measures the proportion of correct predictions made by ASE, serving as a broad indicator of its reliability. 

2. Precision: Focuses on the proportion of true positive outcomes, highlighting ASE's accuracy in discerning relevant data 

points. 

3. Recall (sensitivity): Assesses ASE's ability to identify all relevant instances, showcasing its depth in data mining. 

4. F1-score: A balanced measure of ASE's precision and capacity to retrieve all pertinent information. 

5. Mean Absolute Error (MAE): Provides a straightforward measure of ASE's prediction errors, quantifying the average 

deviation between predicted and actual values. 

6. Mean Squared Error (MSE) and Root Mean Squared Error (RMSE): Offer deeper insights into the nature of ASE's 

prediction errors, with MSE calculating the average squared differences and RMSE quantifying the standard deviation of 

errors. 

Applying these metrics to real-world data and case studies transcends theoretical analysis, demonstrating ASE's practical 

utility in navigating the complexities of Arabic texts. This holistic approach not only affirms ASE's significant contribution 

to Arabic NLP but also emphasizes its practical significance in enabling more accurate and nuanced text analysis and 

processing. 

4.1 Performance Evaluation 

The efficacy of ASE approaches is rigorously measured across both datasets, utilizing standard metrics such as accuracy, 

precision, recall, and F1-score. These metrics act as definitive measures of the performance and utility of each ASE method. 

The performance of ASE is evaluated using two key datasets: the WordNet-based dataset (theoretical ideal) and the Student 

Essays dataset (practical application). These evaluations provide insights into how ASE techniques perform in both 

controlled academic settings and real-world linguistic environments. 
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4.2 Performance on Student Essays 

Advancing NLP technologies, particularly for linguistically diverse languages like Arabic, requires a deep dive into ASE 

techniques. Focused attention on the benefits of WordNet integration underlines the endeavor to evaluate the efficacy of 

different ASE approaches. By examining the ability of each ASE method to process and comprehend essays written by 

students, the initiative aims to highlight the transformative potential these methods hold for educational technologies. 

4.3 Performance on the WordNet Stemming Dataset 

This segment delves into the effectiveness of different ASE techniques applied to the WordNet Stemming dataset, 

establishing a theoretical framework for their performance in conjunction with WordNet integration. Evaluation metrics 

such as accuracy, precision, recall, and F1-score are used for a thorough analysis. 

Table 2 presents these performance metrics, highlighting the variances among the ASE techniques and setting the stage for 

their application in AES systems and other NLP applications within the educational sector. 

Table 2: Stemming Algorithm Performance: WordNet Stemming 

Stemming Type Accuracy Precision Recall F1 Score 

ASE 0.978 0.9484 0.9498 0.9491 

ISRI with Extend Light10 0.5779 0.8495 0.6438 0.7325 

Light10 and ISRI 0.6521 0.9017 0.7020 0.7894 

Extend Light10 0.2362 0.7055 0.2621 0.3822 

Light10 0.2330 0.7396 0.2539 0.3780 

ISRI 0.6191 0.8779 0.6775 0.7648 

Tashaphyne 0.3.2 0.2108 0.6158 0.2427 0.3482 

ARLStem 0.2937 0.8139 0.3149 0.4541 

Buckwalter 0.1734 0.7219 0.1858 0.2955 

Motaz 0.6520 0.8960 0.7053 0.7893 

Khoja 0.1773 0.7264 0.1900 0.3012 

Snowball 0.2337 0.7613 0.2522 0.3788 

Tashaphyne 0.3.2 and ISRI 0.4898 0.7873 0.5644 0.6575 

Fig. 4 visually compares the precision of the various stemming algorithms, further emphasizing the distinctions between 

traditional and semantic-based approaches. 

 

Fig. 5: Precision of Various Stemming Types 
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4.4 Theoretical vs. Practical Implications 

While establishing theoretical benchmarks for evaluating performance is important, the true value of ASE techniques 

becomes apparent through their practical application in AES systems. The analysis based on the WordNet stemming dataset 

reveals important considerations, underscoring the importance of choosing ASE methods that are best suited to meet the 

specific requirements of educational assessments. 

The evaluation of ASE approaches using the WordNet stemming dataset offers critical insights into their effectiveness. The 

findings delineate the strengths and limitations of each ASE method, fostering a deeper comprehension of their practical 

benefits and challenges in the realm of AES. This analysis aids in the informed selection of ASE techniques, optimizing 

their implementation for enhanced linguistic analysis and educational technology solutions. 

5.   CONCLUSION 

The Arabic Stemming Enhancement (ASE) algorithm, a novel approach that integrates Arabic WordNet (AWN) to enhance 

stemming accuracy in Arabic text analysis, was rigorously evaluated using two distinct datasets: student essays on computer 

science topics and a WordNet-based stemming dataset. The results unequivocally demonstrate ASE's superior performance 

compared to traditional stemming algorithms. ASE achieved an accuracy of 97.70% on the "Student Essays" dataset and 

outperformed other algorithms on the WordNet stemming dataset across all evaluation metrics, including accuracy, 

precision, recall, and F1-score. This superior performance is attributed to ASE's ability to leverage semantic information 

from AWN, enabling it to accurately identify the root forms of words, even in cases of polysemy and homonymy. The 

integration of WordNet allows ASE to overcome the limitations of traditional stemming algorithms, which often struggle 

with the complexities of Arabic morphology. The results highlight the importance of semantic analysis in Arabic stemming 

and its potential to significantly enhance the effectiveness of AAES systems and other NLP applications for Arabic. 
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